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Objectives
• Define variables & Data and different types of variables

• Independent variables & dependent variables

• Normal distribution curve

• Process of Data analysis

• Categorical data and numerical data analysis

• Descriptive analysis

• Inferential analysis

• Hypothesis –types & steps

• Types of Statistical test

• Hypothesis testing



Variable & Data

A variable is a characteristic whose value varies from person to 
person, object to object or from phenomenon to phenomenon.

Data are the facts and figures collected, analyzed, and 
summarized for presentation and interpretation. 

All the data collected in a particular study are referred to as the 
data set for the study.



Variable

Categorical

Numerical

Nominal

Ordinal

Discrete

Continuous



Nominal

Ordinal

Sex of study participant
 Religion
 Resident

Lorem ipsum dolor sit 

Education level
 Income level
 Satisfaction ranking

Categorical Data



Discrete

Continuous

No. of children
No. of hospital beds
 No. of family member

Lorem ipsum dolor sit 

Age, height, weight, blood 
sugar etc.

Numerical Data



Other variables

• Independent variables

/Predictor variables

• Dependent variables

/Outcome variables

• Confounding variables

• Background variables

• Intervening variables



Independent and dependent variable





Normal distribution curve

➢Data is symmetrically distributed with no skew.

➢When plotted on a graph the data follows a bell shape with most 
values clustering around a central region.

➢It is a probability distribution.

➢The mean, median and mode are all equal.



Normal distribution curve



Process of data analysis

Descriptive analysis

Inferential analysis

Predictive analysis

Exploratory analysis

Causal analysis

Time-series analysis

Survival analysis 

Common tools for analysis
1. R
2. Stata
3. SPSS etc.



Descriptive analysis

1. Frequency distribution

      group data for table, figure, histogram etc.

2. Measurement of Central tendency

     i) Mean

     ii) Median

    iii) Mode

3. Measurement of Dispersion

   i) Standard deviation

   ii) Range- minimum & maximum

  iii) Percentile & Quartile



Presentation of categorical data

1. Frequency distribution – by tables, bar & pie charts 

2. Percentages

3. Mode

4. Contingency tables, cross tabulation

Table 1: Distribution of study participant by gender (n=2100)

Gerder Frequency (n) Percentage (%)

Male 1176 56.0

Female 924 44.0

Total 2100 100.0



Presentation of categorical data



Presentation of categorical data



Presentation of numerical data
If data follows normal distribution

• Frequency distribution- frequency table, bar and pie charts 

• Measurement of central tendency- Mean, median & mode

• Range, variance, co-variance & Standard deviation

• Line chart

• Histogram and 

If data does not follow normal distribution

• Median

• Mode

• Box & Whisker plot

• Ogive

• Stem-and-leaf display



Measurement of central tendency

• The mean (or arithmetic mean) of a set of data is the measure of center 
found by adding all of the data values and dividing the total by the number 
of data values.

• The median of a data set is the measure of center that is the middle value 
when the original data values are arranged in order of increasing (or 
decreasing) magnitude.

• The mode of a data set is the value(s) that occurs with the greatest 
frequency.





Standard Deviation

• The standard deviation of a set of sample values, denoted by s, is a 
measure of how much data values deviate away from the mean.



Presentation of numerical data

Age category Frequency (n) Percentage (%)

≤22 years 1099 52.3

˃ 22 years 1001 47.7

Total 2100 100.0

Mean± SD= 22.58± 2.224,     Max= 35         Min =18

Table 2: Distribution of participant by age category (n=2100)



Line chart



Presentation of numerical data



Inferential analysis

Hypothesis testing

➢Deciding about the value of a 
parameter based on 
preconceived  hypothesis.

• Parametric tests

• Non-parametric test

Estimation

➢Estimating the value of the 
parameter

• Point estimation

• Interval estimation



Hypothesis

• A hypothesis is a tentative statement about the relationship between 
two or more variables/ What the researchers predict the relationship 
between two or more variables?

• Two types of hypothesis-

1. Null hypothesis

2. Alternate / Research hypothesis



Null hypothesis

• There is no association/ relationship between two or more variables

• It is denoted by Ho

Alternate hypothesis

• There is association/ relationship between two or more variables

• It is denoted by Ha/ H1



STEP 01

Formulating Ho 
hypothesis

STEP 03

Choosing an 
appropriate 

statistical test

STEP 05

Determining the 
critical region & p-

value

STEP 02

Selecting a 
significance 

level

STEP 04

Computing the 
test statistic

STEP 06

Making decision & 
draw conclusion

Steps of 
Hypothesis 
test



Interpretation of Hypothesis testing

• By p value

• By calculated test value such as t test, Z test, Chi-square test 

P-value

• Small p (≤0.05) reject null hypothesis. This is strong evidence.

• Large p (>0.05) don’t reject the null hypothesis.



Interpretation of hypothesis test

• If p value ≤ 0.05              null hypothesis is rejected & accept alternate hypothesis 
at 95% confidence interval in the significance level. So, there is an association 
/relationship between variables.

• If p value > 0.05               not reject the null hypothesis at 95% confidence 
interval. So, there is no association between variables



Statistical test

Parametric test

• One sample t test

• Independent t test

• Pair t test

• Z test

• One-way/two-way ANOVA

• ANCOVA

• MANCOVA

• Pearson correlation

Non-parametric test

• Chi-square test

• Sign test

• Mann-Whitney U test

• Wilcoxon test

• McNemar

• Kruskal-Wallis test

• Kolmogorov-Smirnov test

• Spearman correlation





Hypothesis Test Hierarch



Choosing a statistical test



Data set Parametric test Non-parametric test
1 variable, 2 categories 
Between subjects

Independent t test Mann-Whitney U test

1 variable, 2 categories 
within subjects

Pair t- test Wilcoxon test

1 variable, ˃ categories 
Between subjects

One-way ANOVA Kruskal Wallis test

1 variable, >2 categories 
within subjects

Repeated measures 
ANOVA

Friedman test

2 variables (continuous) Pearson,s correlation Spearson,s correlation 



t-test

• t-test is used when the population 
standard deviation is unknown or when 
the sample size is small (typically n < 30).

• It is used to test hypotheses about the 
mean of a population based on sample 
data.

• t-test assumes that the population 
follows a normal distribution

• Example: Comparing the mean test 
scores of two groups of patient (e.g., 
treatment group vs. control group) 



Z-test

• Z-test is used when the population standard deviation is known.

• It is appropriate for large sample sizes (typically n > 30).

• Z-test is commonly used in situations where the population variance 
is known or when dealing with normally distributed data.

• Example: Testing the mean weight of a population when the 
population standard deviation is known.

Z= the z-score/standard score
𝑋= observe/individual value
μ = population mean
σ = population standard deviation



Chi-square test

• Both independent and dependent variables are categorical



Hypothesis testing (t-test or chi-square test)

• Ho= There is no differences in knowledge regarding Biomedical waste 
management between undergraduate nursing students and intern 
nurses

• H1=There is differences in knowledge regarding Biomedical waste 
management between undergraduate nursing students and intern 
nurses



• Table 2. Mean Score and Level of knowledge regarding biomedical 
waste management among nursing students and interns nurse (N=315)



Interpretation of Hypothesis testing

• Significant statistical differences between the two studied groups concerning 
their overall knowledge of BMW management (t= 7.983, P<0.001). 

• Null hypothesis is rejected so alternative hypothesis is accepted. Intern nurses 
had higher mean (64.20±18.77) compared to undergraduate nursing students 
(44.01± 22.92). 

• A higher proportion of the interns had adequate knowledge (68.6%) than that of 
nursing students (32.8%) (χ2=32.880, p<0.001). 



ANOVA

• ANOVA stands for Analysis of Variance

• Testing groups to see if there’s a difference between them.

• One-way ANOVA (or One-factor ANOVA) is used to determine whether there are 
any statistically significant differences between the means of two or more 
independent (unrelated) groups.

• Dependent variable is continuous (i.e., interval or ratio level)

• Independent variable is categorical (i.e., two or more groups)

• Example- compares the three courses (beginner, intermediate, advanced)



Correlation
Both independent and dependent variables are continuous/numerical

 Used to measure the strength of association between two variables

• Positive correlation - As one variable increases so does the other

• Negative correlation - As one variable increases, the other decreases

• No correlation - No apparent relationship between the variables

Example:

• Height and weight

• Exam score and study hour



Regression test
• Use to infer or describe the relationship between a dependent variable and one 

or more independent variables

• Predict the value of dependent variable based on the value of independent 
variable(s)

Example:

• Amount of eat and gain weigh

• Income and Expenditure

• Smoking status and Having lung cancer



Take Home Messages

• Before data analysis must know about data and variables

• Data is categorical or numerical

• Identify independent variables and dependent variables

• Identify the group or sample

• Select the process of data analysis

• For inferential analysis- Formulating hypothesis- null & alternate 
hypothesis

• Selecting a significance level

• Choosing an appropriate statistical test

• Done the test and take decision
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